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Abstract. We present a motivational system for an agent undergoing reinforce-
ment learning (RL), which enables it to balance multiple drives, each of which is
satiated by different types of stimuli. Inspired by drive reduction theory, it uses
Minor Component Analysis (MCA) to model the agent’s internal drive state, and
modulates incoming stimuli on the basis of how strongly the stimulus satiates the
currently active drive. The agent’s dynamic policy continually changes through
least-squares temporal difference updates. It automatically seeks stimuli that first
satiate the most active internal drives, then the next most active drives, etc. We
prove that our algorithm is stable under certain conditions. Experimental results
illustrate its behavior.
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1 Introduction

Reinforcement Learning (RL) methods [1] have proven quite powerful in endowing
agents with the ability to learn to achieve goals across a wide variety of settings. Typ-
ically however, within any given setting, the agent lacks a motivational system that
would allow it to differentially value various types of simultaneous (possibly conflict-
ing) goals and actions [2, 3]. We introduce a novel method inspired by drive theory [4–
6], which enables an agent to learn from multiple types of rewarding stimuli [7, 8], even
as its preferences for those stimuli change over time. Importantly, this method achieves
behavioral success under these conditions, while learning online.

Although definitions of drive and motivation abound across a number of interdisci-
plinary fields, including psychology, neuroscience, and artificial intelligence, we follow
that of Woodworth [4], who suggested hunger and thirst as prototypical bodily drives.
As the levels of hunger and thirst change in time, an agent is motivated to initiate behav-
iors that satisfy one or the other drive. There are two primary methods by which such
drives are typically represented in the artificial intelligence literature: The first makes
use of homeostatic drive regulation, wherein actions that push a physiological state
variable towards its equilibrium are rewarded, while actions that push the state vari-
able away from that equilibrium are punished [9, 3]. The second, following Hull [10,
2] makes use of drive states that vary from “fully satiated”, to “fully unsatiated”, with
actions that satiate active drives being rewarded.

Hullian and homeostatic drive reduction are highly dependent on physiological pa-
rameters however, and are therefore not always ideal in modeling robotic agents. Rather
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than explicitly model time-varying drive states and the changes to those drive levels re-
sulting from various types of rewarding behavior, our method instead attempts to bal-
ance the various types of rewarding stimuli an agent has received. Doing so allows an
artificial or robotic agent to successfully modulate its behavior in response to active
drives, without making its successful behavior dependent on careful parameter selec-
tion. In this system, an agent’s drive towards a particular stimulus depends, in part,
on how much of that stimulus it has acquired in its recent history, weighed against
how much it desires alternative stimuli. When the agent receives one type of rewarding
stimulus, its drive for that particular stimulus should decrease, while its drive for other
types of stimuli should increase. One elegant method for modeling this input-dependent
drive switching, is to note that as the agent experiences a changing distribution in its
input stimuli, estimating the covariance of this distribution yields a minor component
(MC; [11]) which points in the direction of the least received stimuli. In order to com-
pute the minor component, we use Peng’s Minor Component Analysis (MCA; [12])
algorithm, which uses a low-complexity, online, anti-hebbian updating rule, making it
suitable for open-ended learning. Moreover, such a representation system, allows us to
incorporate intrinsically rewarding behaviors as just another drive of the agent. As dis-
cussed by White [13], there is no simple way to reconcile curiosity driven behaviors,
with drive reduction theory. As we show in simulations however, it is rather simple to
do with an MCA based drive representation.

On its own, this enables an agent to represent drives. It does not however, explain
how an agent can learn which actions bring about the desired types of input stimuli. To
this end, we propose an online, model-based least-squares policy iteration technique,
called MCA-PI, to combine our MCA based drive-representation and action selection
for a simulated robotic agent. We prove that MCA-PI is stable under certain conditions
and present experimental results to demonstrate its performance.

The rest of the paper is organized as follows: Sec. 2 presents details of represent-
ing drives using MCA. Sec. 3 discusses our MCA-PI algorithm and an analysis of its
dynamical behavior. Sec. 4 presents experimental results and Sec. 6 concludes.

2 Representing Drives with MCA

We present a method to represent drive motivations using Minor Component Analysis
(MCA):

(a) Input Stimuli Vector: The input stimulus is an n-dimensional real-valued vec-
tor ξ = [ξ1, ..., ξn]

T , where each dimension represents a particular type of stimulus.
For example, let food (ξ1; ) and water (ξ2; ) be two types of stimuli for an agent.
When the agent receives only ξ1 = 2 units of food, the corresponding input stimulus
vector is ξ = [2, 0].

(d) Stimulus Priority Vector: A stimulus priority vector ρ = [ρ1, ..., ρn], ρi ∈
(0, 1] determines a priority weighting for each stimulus type. A high-value of ρi indi-
cates that the agent takes longer time to satiate stimulus ξi.

(b) Drive Vector: The agent’s drive at any time t is represented by an n-dimensional
unit-vector D(t) = [d1(t), ..., dn(t)]

T , where each dimension di(t) ∈ [0, 1] represents
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an individual drive component for the stimulus ξi. A high value of di(t) indicates that
the agent desires the corresponding stimulus ξi.

(c) Drive-Vector Update: The drive vector is updated incrementally using Peng’s
MCA learning rule:

D(t) = (1− η) D(t− 1) − η (D(t− 1) · Λξ(t))Λξ(t) (1)
D(t)← D(t)/‖D(t)‖ (2)

where η is a constant learning rate, Λ is a n×n diagonal matrix with ρ−1i as its entries.
The normalization step in (2) is required to make it adaptive to non-stationary input
data [14].

(e) Scalar Reward: The scalar reward r(t) given to the agent is computed by pro-
jecting the input stimulus on to the current drive vector:

r(t) = D(t) · Λξ(t) (3)

The agent gets higher scalar rewards if it receives a stimulus-vector ξ(t) whose direction-
cosine (DC) w.r.t D(t) is close to one. That is to say, the more closely the stimulus vec-
tor matches the drive vector, the more rewarding that stimulus will be. The agent, driven
by higher rewards r, will be motivated to visit and then remain in the places where it
is getting the currently rewarding stimuli. However, as the agent continues to remain in
those places, the recent history of the MCA comes to be dominated by samples of the
current stimulus distribution, which drives the minor component away from the current
drive direction (see Figure 1). As a consequence, the longer an agent continues to re-
ceive the same stimulus, the less and less rewarding it becomes (i.e., the agent becomes
satiated)
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Fig. 1. The MCA drive-vector (D(t), indicated by the bold arrow) points to the direction of
stimuli that it received least in its recent history (anti-hebbian like behavior). (a) D(t) at some
arbitrary time t. (b) When the agent receives water stimulus (ξ2), d2(t) decreases and d1(t)
increases, therefore D(t) slowly turns toward the “hunger” drive-direction. (c) Similarly, when
the agent receives food, the vector slowly turns toward the “thirst” drive-direction.
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Algorithm 1: MCA-PI (S,A,P )
// Ξ : Stimulus function (|S||A| × n) matrix
// R : Reward function (|S||A| × 1) vector

// φS×A : State-Action basis function
// D : MCA drive vector

// Λ : Diagonal matrix with {ρ−1
1 , ..., ρ−1

n } entries

1 for t← 0 to∞ do
2 st← current state
3 at← action selected by policy πt in state st

4 Take action at, observe next state st+1 and stimulus ξ(t+ 1)

//Update Stimulus Function

5 Ξ(st, at)← Ξ(st, at) + ηstim
t+1

(
ξ(t+ 1)− Ξ(st, at)

)
//Update MCA Drive Vector

6 D← (1− η) D − η (D · Λξ(t+ 1))Λξ(t+ 1)

7 D←D/‖D‖
//Update Reward Function

8 R← |ΞΛD|
// Update Policy

9 πt+1← LSTDq-Model-Update(φS×A,P, R, γ, πt)
10 end

3 Action Selection: MCA-based Policy Iteration (MCA-PI)

Unlike previous implementations that represent drives independently in an RL frame-
work [2, 15], an MCA-based drive representation takes all drives into consideration and
computes a resultant unit drive-vectorD(t).D(t) does not necessarily indicate the level
of satiation, instead it optimally points in the direction of stimuli that the agent received
least in its recent history. Based on the drive at time t, the agent needs to shape its
behavior to acquire the least received stimuli. However, to learn an optimal behavior
(policy), in principle, one needs to take into account the internal drive vector compo-
nents (d1, ..., dn) as a part of the agent’s state-space, along with the external world state.
This makes the resultant state space large - exponential in the number of drive compo-
nents. Konidaris and Barto [2] have used a multi-goal RL approach with SARSA(0) [16]
instead, to learn a composite value function for action selection. In a similar way, the
MCA drive vector can be combined with SARSA(0), where each drive-component di(t)
corresponds to a particular goal. However, a drawback of this approach is that since the
internal drive-function changes quite quickly over time, the resulting decision process
is non-Markovian. Therefore, single-step on-policy SARSA(0) algorithm that requires
a decaying exploration rate for optimal performance [17], may not converge to an op-
timal policy. This problem can be overcome if a transition model of the external world
environment is known.
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Algorithm 1 shows the pseudocode of MCA-PI algorithm. Given a transition model
for the external world P : S × A× S → [0, 1], for each time-step the algorithm incre-
mentally updates its estimate of the stimulus functionΞ (a matrix of size (|S||A| × n)),
MCA-drive vector D, and the reward function R (a vector of size |S||A| × 1). It then
evaluates the current policy for the new reward function R using simulated samples
(s, a) from P , and generates a policy for the next time-step based on the updated value-
function.

3.1 Dynamical Analysis

In this section, we study the dynamical behavior of MCA-PI algorithm. The main goal
here is to show that the algorithm makes the agent balance between multiple drives in
an uniform manner.

Outline: We first define policy-sets, such that for any arbitrary trajectory of policies
within each set, the reward function converges to a unique fixed point (Definition 1).
We then show that the policy-sets are non-empty in Theorem 1. Since MCA-PI is an
approximate policy-iteration technique, we show in Theorem 2 that the error between
the approximate value-function and the true-value function is bounded. Finally, in The-
orem 3 we show that the sequence of policies generated by the MCA-PI algorithm,
shifts between the policy-sets in a cyclical manner.

Conditions: The following conditions are necessary for the rest of the analysis:
(1) The learning rate of MCA satisfies: ηλ1 < 0.5, 0 < η ≤ 0.5, where λ1 is the largest
eigenvalue of the expected covariance matrix C (=E[ξξT ] ) of the input stimulus data
(ξ ∈ Rn).
(2) C is a symmetric nonnegative definite matrix. This condition is initially met by
the agent’s exploration using Gaussian optimistic-initialization [18], and later by the
algorithm switching dynamics.
(3) The columns of stimulus-function matrix Ξ are not all-ones or a constant multiple
of all-ones vector1. This condition, which is trivial, says that the agent does not receive
equal amounts (or zero) of a particular stimulus at all world states. In which case, there
is no planning required for that stimulus and the drive-vector dimension can be reduced
to (n− 1).

Using Condition (2), C can be factorized into V LV −1, where V is the eigen-
vector matrix (columns representing unit-eigenvectors vi) and L is a diagonal matrix
with corresponding eigenvalues (λi). In addition, the eigenvectors {vi|i = 1, 2, ..., n}
(sorted according to λ1 > λ2... > λn) form an orthonormal basis spanning Rn,
where v1 is the principal-component and vn is the minor-component. Therefore, the
drive vector D ∈ Rn can be represented as a linear combination of the basis-vectors
D(t) =

∑n
i=1 wi(t)vi, where wi(t) are some coefficients. Lemma 1 shows that the

drive vector D(t) converges to the component with the least-eigen value vn (minor-
component).

1 All-ones vector is a vector where every element is 1.



6 Kompella et al.

Lemma 1 If Conditions (1)&(2) are satisfied, the following limits of the coefficients wi
hold true:

lim
t→∞

wi(t) = 0, ∀i ∈ 1, ..., n− 1 and lim
t→∞

wn(t) = 1

Proof. The proof follows from Lemma 3 in [14]. ut

Definition 1 Let Πi,∀i ∈ {1, ..., n} denote sets of stationary policies (π : S × A 7→
[0, 1]) defined over the underlying irreducible Markov chain, s.t., for any trajectory
ζ = {πt ∈ Πi,∀t > 0},

lim
t→∞

Rζ(t) = ΞΛvi (4)

Theorem 1 If condition (3) is satisfied,Πi,∀i ∈ {1, ..., n} are non-empty disjoint sets.

Proof. Since,Ξ does not contain scalar multiples of all-ones column vectors (Condition
(3) and Lemma 1), there exists at least one trajectory ζ of policies where E[ξξT |π;∀π ∈
ζ] has the minor-component vi. Since, each vi,∀i ∈ {1, ..., n} are orthonormal, the
policy-sets are disjoint. ut

Theorem 2 At any time t, let πt, πt+1, ..., πt+m be any arbitrary sequence of policies,
such that, πm ∈ Πi,∀m = t, t+1, ...,. Let Q̃πt , Q̃πt+1 , ..., Q̃πt+m be the corresponding
sequence of approximate value functions as computed by LSTDQ. Then, there exists a
positive scalar δ that bounds the errors between the approximate and the true value
functions over all iterations:

‖Q̃πm −Qπm‖∞ ≤ δ, πm ∈ Πi,∀m = t, t+ 1, ...,

Proof. The Least-Squares fixed-point approximation [19] of the value function for a
stationary transition model P and reward function R can be written as Q̂π = AπφTR,
where Aπ = φ

(
φT (φ− γPπφ)

)−1
. For a given stationary reward function R, there

exists a positive scalar ε that bounds the error between the least-squares fixed-point
approximation and the true value function :

‖Q̂πm −Qπm‖∞ ≤ ε, ∀m = t, t+ 1, ..., (5)

From Theorem 1, we have since πm ∈ Πi,∀m = t, t + 1, ...,, there exists a fixed
point R∗ to the sequence of reward functions. Therefore, ‖Rm − R∗‖∞ ≤ ν =⇒
‖AπmφTRm−AπmφTR∗‖∞ ≤ ν =⇒ ‖Q̃πm−Q̂πm‖∞ ≤ ν. Using (5) and triangle-
inequality we get, ‖Q̃πm −Qπm‖∞ ≤ ε+ ν (≡ δ), πm ∈ Πi,∀m = t, t+1, ..., ut

Theorem 3 Let πt, πt+1, πt+2, ... be a sequence of policies generated by the algorithm
at any arbitrary time t. Then, ∃N ∈ N+, such that:

{πt, πt+1, ..., πt+N} ⊆ Πi, {πt+N+1, πt+N+2, ...} ⊆ Πj , j 6= i, i ∈ {1, ..., n}
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Fig. 2. Figure best viewed in color. See text for accompanying details.

Proof. Since, MCA-PI is an approximate policy iteration algorithm, it follows from
Theorem 2 that the generic bound on policy iteration applies (See Theorem 7.1 [19]).
Therefore, the value-function converges toward the true value function Q∗ correspond-
ing to the current reward function (ΞΛvn). However, a policy π∗vn based on Q∗ max-
imises expected cumulative rewards, i.e. E[γtΞΛvn], which is maximal only when the
principal component of E[ξξT |π∗vn ] is equal to vn. Since MCA by definition computes
the minor component, it follows that π∗vn ∈ Π

j , j 6= i. This implies that there exists a
positive integer N , where the policies {πt+N+1, πt+N+2, ...} ∈ Πj . ut

Theorems 1, 2 and 3 explain the switching dynamics of the algorithm between multiple
drives.

4 Experimental Results

4.1 Experiment 1: Hallway

We evaluate our algorithm here on a classic example of a 50 state closed Markov Chain
(Fig. 2(a); [19]). The agent at each state can take three deterministic actions: left, right
and stay, except for the boundary states 0 (right and stay) and 49 (left and stay). At state
10, the agent receives a stimulus (food) ξ1 = [6 0]T + N (µ = 0, σ = 2) and at state
40, it receives a stimulus (rest) ξ2 = [0 6]T + N (µ = 0, σ = 2). N (µ, σ) represents
an additive Gaussian noise with mean µ and standard deviation σ. The agent has equal
priority towards both stimuli (ρ = [1, 1]).
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We use a constant learning rate (η = 0.01) for the MCA update, a discount factor
γ = 0.95, and indicator basis functions (φS×A) to represent each state. An initial policy
(π0) and a drive-vector (D) are set arbitrarily. The approximate stimulus function Ξ is
optimistically-initialized [18] to N (µ = 0, σ = 0.3) for all states and dimensions.

As a baseline comparison, we evaluate the performance of an agent carrying out
brownian exploration vs. an agent carrying out MCA-PI. The agent using brownian
exploration would also continually visit both the stimulus sources over time. Figure
2(b) shows the cumulative reward with respect to time, averaged over 20 trials for the
two models (shaded region represents the standard deviation). It is clear from the figure
that the MCA-PI approach results in a deliberative behavior in comparison with the
standard brownian motion (with a mean velocity equal to 4 states/timestep). Figure
2(c) shows the changing MCA drive-vector over time for a single run. The drive-vector
periodically switches between v2 → v1 → v2, as derived in Theorem 3. The LSTDq
error ‖Q̃πt − Q̂πt+1‖ peaks momentarily (see Fig. 2(d)) whenever the agent switches
between the policy setsΠi of one stimulus, to the other. However, the error drops down
quickly thereby resulting in the next switch. The red dashed line indicates the average
error for 20 different runs. Figure 2(e) shows the variation of the state-values (mean and
the standard deviation over 20 runs) with the changing reward values at states 10 (blue
triangles and cyan error bars) and 40 (red circles and yellow error bars). It is clear from
the figure that the value of state 10 is higher whenever the projection ‖r‖ = ‖Ξ · Λv2‖
is higher, which makes the agent shift to state 10. It stays there until the drive reduces
and the value of state 40 becomes higher. The constant switching between the sources
balance both drives in an uniform manner. The video for the experiment can be found
at URL: http://www.youtube.com/watch?v=Mk_wyJ8mQcU

4.2 Experiment 2: Three Room Maze

Here, we evaluate MCA-PI on a larger discrete-state three room maze environment.
There are in total 200 reachable states and two door-ways as shown in Figure 3(a).
The agent can take 5 deterministic actions: left, right, north, south and stay, except at
the states next to the room boundary. Each room has a distinct stimulus source placed
arbitrarily. The agent has equal priority towards all the stimuli (ρ = [1, 1, 1]).

We use a constant learning rate (η = 0.01) for the MCA update, a discount factor
γ = 0.85, and 30 Laplacian eigen-map features (Proto Value Functions; [20]) as basis
functions (φS×A) to represent each state. An initial policy (π0) and a drive-vector (D)
are set arbitrarily. The approximate stimulus function Ξ is optimistically initialized to
N (µ = 0, σ = 0.3) for all states and dimensions.

Figure 3(b) shows the cumulative stimulus over time for 20 runs of the experiment.
We see that the agent accumulates each of the sources nearly equally. The drive vectorD
switches periodically between v1, v2 and v3 (Fig. 3(c)), and is stable with a low LSTDq
error over time (Fig. 3(d)). It can be seen in Figure 3(c) that the switching starts after a
delay t ' 1000 time-steps. This is due to the updating estimate of the stimulus function
(Ξ) upon exploring via optimistic initialization. Figure 3(e)-(g) shows three sets of
value functions and corresponding policy plots at different time instants, directing the
agent to each of the stimulus sources. The video for the experiment can be found at
URL: http://www.youtube.com/watch?v=ZbvSSmZrOzc
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Fig. 3. Figure best viewed in color. See text for accompanying details.

4.3 Experiment 3: Extrinsically and Intrinsically Motivated Agent

In this experiment, we consider an agent that is both extrinsically and intrinsically mo-
tivated. Intrinsically motivated (curious) agents not only focus on potentially externally
posed tasks, but also creatively invent self-generated tasks that have the property of cur-
rently being still unsolvable but easily learnable. The theory of Artificial Curiosity (AC;
[21]) introduces a mathematical formalism for describing curiosity and creativity in ar-
tificial agents. A creative agent needs two learning components: an adaptive encoder of
the growing history of observations and a reinforcement learner. The learning progress
of the encoder becomes a curiosity reward for the reinforcement learner. For the sake
of consistency as well as simplicity, we use of another instance of the MCA algorithm
coupled with Robust Online Clustering (ROC; [22]) an as an encoder2. We refer to it as
intMCA for the rest of the paper.

The agent is in an environment with two extrinsic stimulus sources {ξ1 =food,
ξ2 =bed} and two different learnable signal sources (represented by a book and music
as shown in Figure 4(a)) that constitute two sources for curiosity-stimulus (ξ3). When
the agent is at the states corresponding to book and music, it receives a 2-dimensional
input signal xbook (Figure 4(b)) and xmusic (Figure 4(c)) given by:

xbook :

{
x1(t) = sin(t) + cos(11t)2

x2(t) = cos(11t) , xmusic :

{
x1(t) = sin(2t+ π

3 )− cos(11t)2

x2(t) = cos(11t) (6)

These signals are expanded into a five-dimensional polynomial space ([x1, x2, x21, x22,
x1x2]) and normalized (whitened) to have unit-variance. MCA when applied to the

2 Note that this implementation is not strictly limited to the MCA and can easily be replaced
with any other adaptive learning machine.
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derivative of the normalized signals (approximated by backward-difference), learns the
underlying slowly changing driving forces [23], which are sin(t) (Figure 4(d)) and
sin(2 t + π/3) (Figure 4(e)). When the intMCA feature outputs become stable, the
intMCA-error (ε) decreases. This decrease results in a proportional curiosity stimulus:

ξ3 = Clip(−ε̇, 0, 12) (7)

ξ3 is clipped to lie in the range [0, 12] to keep it bounded and comparable with the
other stimuli (ξ1, ξ2). The agent’s drive-vectorD is a 3-dimensional vector representing
hunger, rest and curiosity drives. The agent has equal priority towards all the stimuli
(ρ = [1, 1, 1]). The approximate stimulus function Ξ is optimistically initialized to
N (µ = 0, σ = 0.3) for all states and dimensions. The agent can take 5 deterministic
actions: left, right, north, south and stay, except at the states next to the room boundary.

Similar to the earlier experiments, the agent quickly learns the model for the stim-
ulus function Ξ . However, in this case it is non-stationary since ξ3 vanishes when the
learning of the intMCA completes (Eq. (7)). The initial behavior of the agent is simi-
lar to the extrinsically motivated agent, which sequentially switches between the states
corresponding to the stimuli. However, since ξ3 decreases, the agent continues to seek
the stimulus ξ3 further. This allows it to completely learn the signal. Once the error ε
drops down close to zero, intMCA module is saved for future-use and a new intMCA
is created. The agent is again initialized with optimistic values to allow it to explore.
Now since, the agent no longer receives any curiosity stimulus ξ3 at the state where the
earlier intMCA module was learned, it goes to the other signal source to get ξ3. Figures
4(f)-(i) show localized state-value functions learned for stay action. Figure 4(j) shows
the estimation error plot over execution time showing two decaying peaks for each of
the signal sources. Figure 4(k) shows cumulative reward averaged over 20 trials (shaded
region represents the standard deviation) for the EM+IM agent and the EM-only agent
from the earlier experiment. From the plot it is clear that the method works similarly to
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the EM-only experiment. Figure 4(l) shows individual cumulative stimulus components
averaged over 20 trials. The curiosity stimulus is lower compared to the other stimuli.
This is because of its vanishing nature. Figure 4(m) shows the state-action history for
each module learned averaged over 20 Trials. The video for the experiment can be found
at URL: http://www.youtube.com/watch?v=cqvw-MxZkOA

5 Discussion

We showed MCA-PI’s performance on a simple and a relatively large discrete state-
space maze environment. MCA-PI has a computational complexity of O(k2) where k
represents the number of basis-functions used however, it is sample efficient. The al-
gorithm can be applied to much larger discrete state and continuous domains by either
using factored MDP approaches or continuous extensions of Laplacian methods [20].
At a qualitative level, these simulations show that the behavior of an agent undergoing
MCA-PI mirrors the behavior one expects from appropriately constructed Hullian, or
homeostatic drive reduction based agent. In particular, we desire an agent to be able
to seek out stimuli that satiate its currently active drives, and to switch to behaviors
that seek out new stimuli when satisfied with prior ones. Unlike Hullian and homeo-
static systems however, our model achieves this without explicit need for modeling and
parameterizing individual time-varying drive states, which makes it a more elegant so-
lution in situations wherein the agent only needs to balance its behaviors, rather than
maintain pre-defined physiological state variables.

6 Conclusions

The canonical RL literature tends to ignore that robotic agents and animats operating
in real-time, complex, and changing environments typically have to monitor several
continuous, time-varying reward types in an online fashion. While some methods have
attempted to address this by developing motivational frameworks which make use of
Hullian drives, or homeostatic drive theory, these methods tend to focus on physiolog-
ical state variables as found in biological agents. Instead, we present a method that is
motivated by drive theory, but which represents an agent’s drive by means of Minor
Component Analysis. Doing so enables an agent to balance between competing drives
in a manner which doesn’t depend on physiological parameters, but rather, the relative
levels of the various rewarding stimuli it seeks.
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